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1s workshop works -

to cover some basics. Lots of

mples. ]
t tired of listening to me talk,

an exercise and give itatry.

denoted hy the following icon
N
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[l
17!
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Advanced O
ting Hardware? -
re advanced than your desktop
es ]
ment, Institution (HPCC)
urces Il
, Blue Waters), DOE (Jaguar) ,
[l
Resources (cloud computing)
ure, Liquid Web, Others L]
1]
se Advanced O
ting Hardware? -
s too long
runs out of memory [
d software
ed interface (visualization) =
[l
[l
lig
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of problems

puting (think simulation)
nd
ts of memory (think genomics)

ts of data (think astronomy)

s fall in more than one

|

ICER

of Systems

National and Commercial

e Advanced HPC

— Specialty hardware
— High speed backbone

node) — High speed storage
rpose * Grid
Unit) — Many HPC systems linked
together by high speed
network
ers * Cloud
e — Lots of definitions

as a service using highly
flexible virtual machines

— Typically refers to computing

i

.
ICER
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MISTIC Mainframe

MISTIC

IC
CDC 3600
puter Science Department
6500
IT
r 750
C

i
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HPCC

evel of performance beyond
ould get and reasonably
s a small group

ariety of technology, hardware
re, that would allow for
not easily found

i

[
ICER
Gfx10 intel10
256 core, 32 node graphics cluster installed in 1504 core, 188 node cluster.installed
2010. Each graphics node ncontains two nVidia in 2010. Each node contains eight
Tesla M1060 GPGPU accelerators with 240 GPU 24 GHz Intel Xeon cores, 24 GB of

cores and 4GB GPU Ram each, eight
2.4 GHz Intel Xeon cores, 18 GB
of RAM, and 250 GB of local
hard disk.

RAM, and 250 GB of
local disk.

amd09
144 core, 5 node cluster installed in 2009.
Four contain 32 2,7 GHz AMD Opteron cores,
256 GB RAM, and 292 GB of local disk and

" one 16 2.8 GHz AMB Opteron cores and

128 GB of RAM.

intel11
Mixed 512GB - 2TB RAM nodes
with 32--64 core 2.66 GHZ Xeon

E7-8837 processors.
I+

ICER

B of RAM, and 250 GB of local disk.
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h(iCER) at Michigan State
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ate and support multidisciplinary
e for computation and

ational sciences. The Center's goal
hance MSU's national and

tional presence and competitive
disciplines and research thrusts

y on advanced computing.
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strative Assistant
Osborn

i

ICER




5/6/13

C Administrators

w Keen
ikert
ry Mason

Muffett

lig

ICER

R Research Specialist

and Me

rch Consulting
Programming
sal Writing

g and Education
ach

lica

ICER




er Science

of iCER is NOT:

point operations per second)

he goal of iCER IS:
es / second

re Science, Faster
g the “Mean time to Science”
signed to help researchers do

nce and when appropriate scale
o one of the national labs Lﬁ
ICER

R
ware Summary c
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ately 800 Nodes

ately 4000 CPU cores

ately 350TB of scratch space
d memory machines

ked up home directory space
uster with 64 Tesla Nodes
ughput condor cluster

d Bioinformatics VMs
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() L] .
Opportunities
[l
hs to a year
tain your computers for you [
get exclusive use of their
4 hours of submitting a job
ill automatically overflow into
esources. =
[l
17!
ICER
: []
uy-i1n
[l
ow!
rpose cluster []
ound SX,XXX per node or
r chassis B
ge memory (256gb) option
celerator Options B
]
to me if you are interested or if
like more details
1]

ICER
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XSEL

Extreme Science and Engineering
Discovery Environment

i L
:.:l alpazon
wepservices" I
lica
Resources
du - iCER Home

edu — HPCC Home

su.edu — HPCC User Wiki

i

ICER
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E Multi-Site Workshop

XSEDE

Extreme Science and Engineering
Discovery Environment

Site Workshop: June 18-19

pcc.msu.edu/

i

ICER

— Summer Workshops

ES  VIRTUAL scHooL
oF COMPUTATIONAL

TR0 |

ENGINEERING ICER

sive Summer School: July 8-10

gorithmic Techniques for Many-
ssors: July 29 - August 2

pcc.msu.edu/ I_ﬁ

ICER
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DAYS

OCT. 24-25

ps to using the HPCC
(The Basics)

ww.softwareca rpentry.org/

i

ICER

© 2010 Michigan State University Board of Trustees.
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! ]
n Using the HPCC
[l
nt
d software (SSH, SCP, X11) L]
ut files and source code
t programs on a developer node [l
ission script
ob c
ults and write a paper!!
[l
1]
ICER
[l
ts
[l
est accounts for students:
.hpcc.msu.edu/request O
s 50Gigs of backed-up personal
ace.
[l
/username/
ccess to 363TB of high speed u
ch space
h/username/
[l

space is also available upon

i

ICER
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Using the HPCC -

nt

d software (SSH, SCP, X11) L]
t files and source code

programs on a developer node [l

ission script
b [l
Its and write a paper!!

[l

1]

or Required o
re (windows) -
chiark.greenend.org.uk/~sgtatham/ ]

straightrunning.com/XmingNotes/ .

hpce.msu.edu/x/swAk .

.net B
i

.
ICER
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term

oolbox for remote computing:
terminal

axterm.mobatek.net/

i

ICER

1se: Portable HPCC

r USB thumb drive

humb drive folder and select
Apps

see a hew menu in your system
vigating

chat program

16



Exercise: Connect to HPCC

gateway.hpcc.msu.edu

IS S SIS/ Y U L) Al ]

Welcome to Michigan State's High Performance Computing Center

We recommend using dev-amd@9 (or nodes with low usage).
For GPU development please use nodes.
For MIC development please use underlined nodes

dev-amdd5 (n/a) dev-amd@9 (low) ${HOME} at 79% usage

dev-intel@7 (low) dev-intel@9 (med) (used ~805G of 1.0T)
dev-intel10 (low) (low)

Clow) (low)

(n/a) dev-phil3 (n/a)

(Apr 22 2013) -- New PGI Compiler toolchain available: PGL/13.4

> ssh dev-intellO

» Step 1: Use Xming on your thumb drive to log into

* Stehp 2: ssh into a dev node (developer node)

[
sub
— g
— dev-gfx11-4x
ssh /

. I » gsub
- / Internet -gfx11
Personal b - ( Sevgr b
Computer k Campus gateway M

Network | | |hpce.msu.edu dev-intel10
=
dev-gfx10

qsub

dev-amd09

Login Machine qgsub

dev-intel09
Developer Node qsub
=)

Scheduler Queue dev-gfx08

qsub
dev-amd05

File System

".l ]

/mnt/scratch/

qgsub
[ I\ (8
Cluster dev-intel07
e
—bd

High Speed Network

Key

files.hpcc.msu.edu

/mnt/home/

5/6/13
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. []
nd Line Interface
]
e Interface (CLI)
]
Programs
gain Shell) =
]
ly have command-line interfaces
ombine tools in powerful new ways .
17!
ICER
. O
vigation
]
ion commands:
print working directory =
change working directory
list directory ]
ing symbols to indicate =
ories:
current directory n
parent directory
home directory
previous directory Lﬁ
ICER
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Shell Navigation

o the current directory

cratch directory [
ratch/ Il
s of the current directory: N
[l
N
home
[l
N
1]
ICER
ies &: root .
, N
. L L L
bin data mnt tmp .
e B
R 3 & o .
home  scratch research .
N o
L G =
colbrydi gmason doortiCMICH .
N
1]

ICER
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: File Manipulation

ake directory

opy file

isplay contents of text file
emove file

ts of your “.bashrc” file

(o]

ry called “hpccworkshop”, change
y and list the contents.
cworkshop

orkshop

m
i3

ICER

le Software

ed Development Software

s, openmp, openmpi, mvapich, totalview,
, 8NU...

ed Research Software
ent, abaqus, HEEDS, amber, blast, Is-

are

ke, cuda, imagemagick, java, openmm,

to date list, see the documentation wiki:
pcc.msu.edu/

i3

ICER
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e System

the different types of software
nfigurations that are available
HPCC uses a Module system

ds

il — show available modules

— list currently loaded modules
d modulename — load a module
oad modulename — unload a

er keyword — Search modules for a

[
ICER

— Module

odules

ist

le modules:

vail

ple (Shouldn’t work):
1ls

i

ICER
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se: getexample

available module:

oad powertools

ools (should work now):
1s

xample” powertool

le

e helloMPI example

le helloworld

i3

ICER

in/out/err and piping

rect the output of a program
g “>” greater than character:

> output.txt

cause the output of the
be the input of another
ng the “|” pipe character:

| myotherprogram

i

ICER
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cise:
irection and Piping

to the helloworld directory:
pccworkshop/helloworld

t the output of the Is command:

> numOfLines

OfLines Easy command to
calculate the

mmands together number of lines of

- -n/ code in your

programs

s in Using the HPCC

ccount

eded software (SSH, SCP, X11)
input files and source code

/Test programs on a developer node
ubmission script

he job

results and write a paper!!

i

ICER
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FTP - O
File transfer -
Windows
ine “scp” and “sftp”on Linux [l
scp and sftp clients out there
]
ver SSHv2 protocol, very
]
]
17!

ICER

e: Transfer a file

alled minlines using

n your thumb drive
The Number
llowing line: / One

| sort —n | head -

P on your thumb drive

inlines to the helloworld

]
The Letter L
1]

.
ICER
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1SS10NS

[]
ons m
]
mands H
]
ange permissions =
hange mode) =
t all long =
cluding permissions)
]
]
]
(I

ICER
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le: permissions

e helloMPI directory
cworkshop/helloworld

t permissions

. =
nlines file executable
X minlines .
ssions again
[l
run minlines as a command
es Lﬁ
ICER
L] .
nment Variables
[l
et you use environment
[l
les can be used by your script
[l

*and = to set a variable
d {} to display the contents of O

=
lica

.
ICER
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: Environment Variables

vironment variables

fic environment variable

AR=“Hello World” .
iable

AR} =
i
i ]
n Using the HPCC
]
nt
d software (SSH, SCP, X11) L]

t files and source code
t programs on a developer node [l
ission script

b L]

Its and write a paper!!

=
lica

.
ICER
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I
gsub
—(=f °
dev-gfx11-4x
ssh
» qsu
Internet - ol
Personal e { dev-gfx11 X
Computer ,':Campus‘ gateway - gsub
~ Network | fpcemetods dev-intel10
SR gsub
dev-gfx10
——— gsub
) O
dev-amd09 s
Login Machine
? , Jmnt/scratch
" dev-intel09
Developer Node _
o qsub
Scheduler Queue G dev-gfx08
o E qsu
Cluster dev-intel07
- g ST ]
dev-amd05
File System a
samba
High Speed Network <t—pi- 2 G

/mnt/home/

Key

files.hpcc.msu.edu

ning Jobs on the HPC

ion scripts are used to run jobs on
ter

eloper (dev) nodes are used to
, test and debug programs

r, the developer nodes are
| systems too. We don’t want to
heir compute power.

i

ICER
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ages of running
tively

need to write a submission

need to wait in the queue

vide input to and get feedback
rograms as they are running

i

ICER

antages of running
ctively

rces on developer nodes are
een all users.

rocess is limited to 2 hours of cpu
cess runs longer than 2 hours it

at overutilize the resources on a
ode (preventing other to use the
be killed without warning.

i

ICER
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. Developer Nodes

Name Cores Memory GPUs Notes

dev-amd05 4 8GB -

dev-intel07 8 8GB -

dev-gfx08 4 8GB 3 Graphics Node

dev-amd09 32 256GB - Fat Node

dev-intel09 8 32GB - Fastest Node

dev-gfx10 8 18GB 2 Graphics Node

dev-intell0 8 24GB -

dev-gfx11 4 8GB 2 Graphics Node

dev-gfx11-4x 8 18GB 4 Graphics Node
MICHIGAN STATE LE
UNIVERSITY ICER

* Most users use the developer nodes for
developing their software.

* |f you are using a makefile you can compile
using more processors with the —j option.
— make —j32
— Will make with 32 core threads
* (use this on dev-amd09)

MICHIGAN STATE |—;=
UNIVERSITY ICER
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[l
lers
. [l
e use the gnu compilers.
s of other compilers are =
luding Intel and Portland
system always sets =
variables such that you can
ith other compilers. =
[l
17!
ICER

e: Compile Code

you are in the helloworld

_ [l
c compilers:
O3 -0 hello hello.c B
ogram:
[l
1]

ICER
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in the background :

ram in the background by typing an

and. .

ogram keep running even after you
session by using “nohup command”

ire session in the background even .
t of your ssh session by using the
” commands .

ptions are common to linux and
und online

[
lica

|
ICER

Ul

d Line Interface

| User Interface

|

a
£
2
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]
X11?
]
ning Graphical User Interface
etwork connection. B
SSH
]
]
Personal Computer Cluster
Running x11 server
]
i
ICER
]
needed for X11
]
ning on your personal
]
n with X11 enabled
onnection [
campus
]
]
i3
ICER
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cal User Interface

L]
ws: Install Xming
n instructions at: Il
1ki.hpec.msu.edu/x/swAk
name@hpc.msu.edu O
1 forwardin
5 m
L]
ion Users should use XQuart
p://xquartz.macosforge.org/ I_ﬁ

ICER

e: Transfer a file

e following Commands

st X11
eb browser

he process ID #### for firefox

i

ICER
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[l
s that can use X11
[l
computing and graphics
browser ]
/C++/fortran debugger
macs — Text editors =
[l
[l
1]
: [l
Using the HPCC
[l
nt
d software (SSH, SCP, X11) L]
t files and source code
programs on a developer node [l
ission script
b [l
Its and write a paper!!
[l
lig

ICER
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—- &

/mnt/scratch/

i

qsub
—>
dev-gfx11-4x
ssh .
— gsu
ssh | (s ©
Internet »>| -
Personal st I devgfcll "
Computer /campus . gateway =
- Network ;| | pec:msu.edu dev-intel10
e 5 qgsub
dev-gfx10
qsub
dev-amd09
Login Machine gsub
-~ dev-intel09
Developer Node —
5 qsub
Scheduler Queue ’ dev-gfx08
qsub
Cluster dev-intel07
qsub
dev-amd05
File System ‘
High Speed Network <t—pi-
Key files.hpcc.msu.edu

/mnt/home/

ce Manager and scheduler

Moab |«——3{ Torque

11

ot First In First Out!!

i

ICER
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lers vs Resource
ers

* Resource Manager
(PBS/Torque)
— Hold jobs for
execution
— Put the jobs on the

nodes

es — Monitor the jobs and

Nt nodes

i3

ICER

on Commands

ssion script>
to the queue

from the queue
SERNAME>

rrent job queue

B ID>

atus of the current job

all <JOB ID>

timated start time of the job.

=
lica

.
ICER
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. Submission Script

1.List of required resources

2.All command line
instructions needed to
run the computation

=

MICHIGAN STATE

. Typical Submission Script

Shell Comment Define Shell

(o

./myprogram -my input arguments

Resource Requests

Shell Commands

MICHIGAN STATE Special Environment Variables LPI

UUUUUUUUUU ICER

38



. Example: Submit a job @

* Go to the top helloworld directory
>cd ~/hpccworkshop/helloworld
* Create a simple submission script
>nano hello.gsub
* See next slide for what to type...

=
(@)
s
(9]
>
z
9
=
m
—
hll

#!/bin/bash -login
#PBS -1 walltime=00:01:00
#PBS -1 nodes=1l:ppn=1, feature=gbe

cd ${PBS O WORKID}
./hello

gstat -f ${PBS JOBID}

5/6/13

39



! ]
n Using the HPCC
[l
nt
d software (SSH, SCP, X11) L]
ut files and source code
t programs on a developer node [l
ission script
b ]
ults and write a paper!!
[l
1]
L] L) .
tting a job
[l
ents <Submission Script>
job ID. Typically looks like the []
[l
[l
EETT— -
1]

ICER
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job, cont.

to the queue

le.gsub
umber (######) and wait at
ds ]
us of the queue
[l
[l
1]

ICER

: Monitor a job

to the queue:
#H#####
b start:
—e all #H#HH4H =

i

ICER
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. Scheduling Priorities

* Jobs that use more resources get higher
priority (because these are hard to
schedule)

* Smaller jobs are backfilled to fit in the
holes created by the bigger jobs

* Eligible jobs acquire more priority as they
sit in the queue

* Jobs can be in three basic states:
— Blocked, eligible or running

=

MICHIGAN STATE
UNIVERSITY ICER

. Cluster Resources

Total

Dual-core 2.2GHz AMD
2005 amd05 Opteron 275

Quad-core 2.3GHz Intel

2007 intel07 Xeons E5345 8 8GB 124 992
2009 amd09 Sun Fire X4600 (Fat Node) 16 128GB 1 16
32 256GB 4 128
2010 gfx10  Nvidia Cuda Node (no IB) 8 18GB 41 256
2010 intel10 Intel Xeon E5620 (2.40 GHz) 8 24GB 192 1536
2011  intel11 Intel Xeon 2.66 GHz E7-8837 32 512GB 1 32
32 1TB 1 32
64 2TB 2 128
MICHIGAN STATE Lﬂ
UNIVERSITY ICER
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Limitations

satatime
jobs
ed jobs (increasing soon)

alltime
odes * ppn)

on a single core
rd Drive

i

ICER

pletion

job will automatically generate

ine these files if you add the
your submission script:

e the output file name
t/home/netid/myoutputfile.txt

i

ICER
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i

ICER

X ]
ob Properties
[l
ory, nodes, processor, network, etc.
gpgpu,gbe O
:ppn=8:gpu=2
gb
M) .
Ibrydi@msu.edu
m) .
the wiki
c.msu.edu .
1]
ICER
. ! []
ting local disk
[l
not often) local disk is faster
[l
the following resource to
orary local disk space: m
10gb
to access this disk space is B
y the one time use
variable
]

5/6/13
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: ] ]
Environment Variables
]
r adds a number of
variables that you can use in ]
umber for the current job. .
RKDIR
al working directory which the job .
itted
]
O_WORKDIR}/S{PBS_JOBID}
i
i ]
n Using the HPCC
]
nt
d software (SSH, SCP, X11) L]

ut files and source code
t programs on a developer node [l
ission script

ob L]

ults and write a paper!!

=
lica

.
ICER
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n Using the HPCC -
[l
nt
d software (SSH, SCP, X11) L]
t files and source code
t programs on a developer node [l
ission script
b ]

Its and write a paper!!

m
i3

ICER

Help

d User Manual — wiki.hpcc.msu.edu
iCER Staff for:

Problems .

iting/debugging Consultation

rant writing

s

uestions .
ntact - www.hpcc.msu.edu/contact

king system — rt.hpcc.msu.edu .
) 353-9309

PBS

nday — Friday 9am-5pm .

i

ICER
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