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Background

® Genetic algorithms (GAs) find good solutions in large solution Methods: Fitness Function * Our framework is able to find solutions similar to reported
spaces to search problems through a process inspired by evolution. 1. 30 trials of GA for 100 iterations and population of 100 results (Figure 3)
® There have been several studies that use GAs to search over hyper- 2. Fitness Function: (Figure 2)  yymber Of incorrect * While the best found solutions converge during GA, when
parameters of machine learning algorithms to learn values that Error Rate = — Dataset evaluated independently on the validation set, their fitness
work well for specific problems. number of classifications scores fall far from the range of performance during GA
® The SEE Toolkit which uses and implements a Simple Genetic Materials: GA Split (Figure 4).
Algorithm (Flgu.re 1) to supporjc research.workﬂovys does n.ot 1. Breast. Cancer Wisconsin (Diagnostic) Dataset | Training [Testing| Validation cvaluate Bect Found Solutions
support searching over supervised-learning machine learning 2. Dhahri et al. 2019 (study on hyperparameter tuninng) Figure 4 —T—
. . . " —&— Mean Training Fitness
algorithms. 3. High Performance Computing Center at MSU ICER ! = Mean Malidation Filness
4. Scikit-learn package for machine learning 10 Mean GA Testing Fitness
Individual ; D08 F
* To extend the SEE toolkit and framework to support supervised- 1. Algorithm Name Convert Repor S
. . cpe 4 . 2 Parameter 1 individual list Train Score model vio 0.06
machine learning classification algorithms e 3 into machine | —»( Model on on the testing , s;gg;s ’
* To benchmark its performance via a comparison with a previous learning aining s set value E 004l _ | |
i i ' Parameter n - 1 model — b | O
work on hyperparameter tuning via genetic search ——
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Conclusions and Future Work

Randomly : — PReported Best (Dhahri et al. 2019) - :
generate —) Seslsctloﬂ 0.08 \’& We extended the SEE framework to support classification
: age - . : .
population Ag Mutation: each individual's P —— S ) " " - — :-e - { | algorithms and benchmarked the performance of its simple
No genes bas achance off 1= o et 10 |2 evolutionary approach.
mutating = 006
Combine offsprings, top 10 * £ Future Work:
»fmination Criteria solutions, and random 80 0.04 ®* The implemented simple GA is a naive approach and can
. Create 10
End Ye Reached number of solutions to form a new 2 :
: : . offsprings - be greatly |mproved.
iterations? population of 100 - = _
solutions = o —-— - * Benchmark GA on alternate real datasets and using more
0.02 ¢ - - —— = -_ - - . = - | . . .
complex metrics for the fithess function
Randomly generate 80 possible 0 1 : 3 1 c : 7 3 9 10
solutions from the search space lteration Number
* Shaded regions are 2 5TD
from averages
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